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The optical properties of perylene-based pigments are arising from the interplay between neutral molecular
excitations and charge transfer between adjacent molecules. In the crystalline phase, these excitations are
coupled via electron and hole transfer, two quantities relating directly to the width of the conduction and
valence band in the crystalline phase. Based on the crystal structure determined by x-ray diffraction, density-
functional theory �DFT� and Hartree-Fock are used for the calculation of the electronic states of a dimer of
stacked molecules. The resulting transfer parameters for electron and hole are used in an exciton model for the
coupling between Frenkel excitons and charge-transfer states. The deformation of the positively or negatively
charged molecular ions with respect to the neutral ground state is calculated with DFT and the geometry in the
optically excited state is deduced from time-dependent DFT and constrained DFT. All of these deformations
are interpreted in terms of the elongation of an effective internal vibration which is used subsequently in the
exciton model for the crystalline phase. A comparison between the calculated dielectric function and the
observed optical spectra allows to deduce the relative energetic position of Frenkel excitons and the charge-
transfer state involving stack neighbors, a key parameter for various electronic and optoelectronic device
applications. For five out of six perylene pigments studied in the present work, this exciton model results in
excellent agreement between calculated and observed optical properties.
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I. INTRODUCTION

Due to their vivid colors and their long-term chemical
stability, various perylene-based pigments have found appli-
cations as high quality varnish with an excellent light
fastness.1,2 Moreover, the semiconducting properties of these
materials have resulted in device applications including field
effect transistors,3 sensors,4 photovoltaic applications,5 eras-
able optical disks,6 xerographic photoreceptors,7 and hole-
conducting layers in light-emitting diodes.8

In solution, several of these chromophores show similar
absorption spectra, with clear evidence for a strong coupling
between internal vibrations and optical excitation.9–12 The
large variation between the optical properties of the corre-
sponding molecular crystals demonstrates that the influence
of the side groups on the geometric arrangement of adjacent
molecules has a strong influence on intermolecular interac-
tions, defining eventually a specific color shade of each pig-
ment. The attempts to relate the color of perylene diimides to
the geometry in the crystalline phase have started from
purely phenomenological parametrizations.13 In simplified
model geometries for stacked molecules, the size and sign of
electron and hole transfer were calculated determining in
turn the width of the conduction and valence band,
respectively.14 However, as the optical properties depend
mainly on neutral molecular excitations and their transfer
between adjacent molecules,15 the relation between the trans-
fer of charges and the spectroscopic observables has still
remained unclear.

The influence of the mixing between neutral molecular
excitations and charge-transfer �CT� states on the absorption
spectra was first recognized in exciton models for dimers16,17

and one-dimensional stacks.18,19 For PTCDA �3,4,9,10-
perylene tetracarboxylic dianhydride�, the exciton transfer

between different basis molecules of the crystal lattice results
in different shapes of the diagonal elements of the dielectric
function,20,21 in qualitative agreement with ellipsometry data
obtained on single crystals.22 The influence of Frenkel �F�
and CT states on the electroabsorption of this material
was investigated in a simplified F-CT model,23 but the
approach used did not take into account the redistribution
of oscillator strength between different vibronic sublevels
of the Frenkel exciton manifold, a phenomenon required
to fulfill elementary sum rules.24–26 Based on a more
sophisticated approach to the deformation of excited or
charged molecules, it was found that a theoretical analysis
of the optical spectra obtained on Me-PTCDI
�N,N�-dimethyl-3,4,9,10-perylenetetracarboxylic diimide�
requires a mixing between Frenkel and CT states.19 For
PTCDA, on the other hand, Frenkel excitons and CT states
result in independent photoluminescence �PL� features,27

where the interpretation of PL from CT states requires the
investigation of self-trapped CT excitons in deformed dimer
geometries.28 A model including only Frenkel excitons has
allowed to quantify the anisotropic dielectric tensor, PL at
low temperatures, and the dependence of electron-energy-
loss spectra on the momentum transfer.20–22,29–31

Previous microscopic calculations of dielectric function
and PL spectra raise the fundamental question under which
conditions separate F and CT states or their mixing via elec-
tron or hole transfer determine the optical observables. In the
following, we extend a Frenkel-CT approach developed ear-
lier for a one-dimensional stack to a crystal model account-
ing for both basis molecules in the unit cell, combining two
key ingredients applied earlier to the calculation of the an-
isotropic optical response of perylene compounds.18–21 The
deformation of each molecule in its anionic, cationic, and
optically excited states is deduced from DFT calculations,
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parametrized in terms of the elongation of an effective inter-
nal vibration. DFT and Hartree-Fock �HF� calculations ap-
plied to a pair of stacked molecules reveal intermolecular
parameters such as electron transfer and hole transfer. In
such a stacked dimer, the transition dipole between the elec-
tronic ground state and the CT state and the transition dipole
of neutral molecular excitations can be derived from DFT
and time-dependent DFT �TD-DFT� calculations. The trans-
fer of a neutral molecular excitation toward different sites is
constrained by a sum rule relating the center of mass of the
absorption band to the molecular deformation and excitation
transfer, so that the required transfer parameter can be de-
duced in a controlled way from the observed spectra.24–26

Based on these constraints for the quantities entering the ex-
citon model, we use the energies of neutral excitations and
CT states as the only free parameters. Our approach is lim-
ited to transitions arising from the highest molecular orbital
�HOMO� and lowest occupied molecular orbitals �LUMO�.
For diindeno-perylene, higher transitions and the respective
CT states seem to have a minor influence on the lowest ab-
sorption band,32 but for the other perylene compounds inves-
tigated in the present work, we found little evidence for a
similar phenomenon.

In Sec. II we describe the perylene compounds studied in
this work including calculations of their deformation patterns
and a comparison between observed and calculated vibronic
progressions. Based on an analysis of the crystal geometry,
Sec. III discusses DFT and Hartree-Fock calculations for
dimers of stacked molecules yielding ab initio assignments
for electron transfer, hole transfer, and the transition dipole
toward the CT state. Section IV presents the exciton model
applied in Secs. VII and VIII to calculations of the dielectric
function and the complex refractive index. For all perylene
compounds, we use molecular and intermolecular parameters
derived from DFT or Hartree-Fock, but we adjust the calcu-
lated line shapes to the observed spectra by varying the en-
ergies of neutral molecular excitations and CT states. The
energetic difference between these two types of crystal exci-
tations turns out to have a sensitive influence on the shape of
the optical response. Therefore, our calculations allow deriv-
ing this key parameter for optoelectronic device applications
directly from the observed spectra. The main achievements
of this work are summarized in Sec. IX.

II. PERYLENE COMPOUNDS STUDIED IN PRESENT
WORK

In order to validate our exciton model, we apply
it to six different molecular crystals: PTCDA, also
known as red pigment PR224, Me-PTCDI �red
pigment PR179�, N,N�-bis�3,5-xylyl� perylene-3,4,9,10-
bis�dicarboximide� �red pigment PR149�,
N,N�-bis�2-phenylethyl�perylene-3,4,9,10-bis�dicarboximide�
�black pigment PB31�, 3,4,9,10-perylene-bis�dicarboximide�
�PTCDI, violet pigment PV29� and diindenoperylene �DIP�,
compare Fig. 1. In the following, the names of two of these
molecules will be abbreviated by their pigment names PB31
and PR149.

All molecules except for DIP share similar geometric fea-
tures: a perylene core surrounded by four carboxylic groups

and two identical functional groups consisting of oxy-
gen �PTCDA� or of an imide group with a side group of
varying size, ranging from hydrogen �PTCDI� toward
-CH2-CH2-phenyl �PB31�. In all cases, both HOMO and
LUMO have a node plane along the long axis so that the size
of the functional group has only a marginal influence on the
optical properties of the respective chromophore; compare
Fig. 2 for the frontier orbitals of Me-PTCDI. In DIP, on the
other hand, the planar aromatic region is completed by two
indeno groups so that both HOMO and LUMO spread over
the entire molecular plane.32 Nevertheless, this larger exten-
sion of the frontier orbitals does not result in a substantial
redshift with respect to the other perylene compounds.

A. Spectroscopic features of dissolved chromophores

In this section, we analyze published absorption spectra of
five out of the six model compounds obtained at low concen-
trations in different solvents.11,12,32 As long as the concentra-
tion of the dissolved chromophores is sufficiently low, a sig-
nificant influence of aggregation on the observed spectra can
be excluded, with the possible exception of PTCDA.9,12 The
distinct subbands of the absorption spectra are assigned to a
progression over an effective internal vibration with energy
��. For a single molecule, the normalized transition prob-
ability Pn from the lowest vibrational level �0g� in the elec-
tronic ground state toward the nth vibronic level �ne� in the
excited potential is given by a Poisson progression deter-
mined by the effective Huang-Rhys factor S,

Pn�S� = e−SSn

n!
. �1�

The contribution of each sublevel to the dielectric function of
a dilute solution is modeled by a normalized Gaussian,

FIG. 1. �Color online� Compounds studied in the present work
consisting each of a perylene core and two identical end groups
surrounding the core. Upper row: PTCDA, Me-PTCDI, PB31
�N,N� -bis�2-phenylethyl�perylene-3, 4, 9, 10-bis�dicarboximide��,
lower row: PTCDI, PR149 �N,N�-bis�3,5-xylyl�perylene-
3,4,9,10-bis�dicarboximide��, and DIP, as annotated.
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I���E�� = A�
n

Pn�S�
1

�n
��

exp	−
�E − E0n�2

�n
2 
 . �2�

At low concentration, the influence of the dissolved chro-
mophores on the refractive index of the solution is very
small, so that the observed absorption coefficient can be ob-
tained as

��E� =
E

�c

I���E��
nsolvent

. �3�

The fitting procedure gives vibronic subbands which are ap-
proximately equally spaced, E0n�E00+n��, and the effec-
tive mode reported in Table I is defined as ��= �E02
−E00� /2. The fits of the observed spectra demonstrate that
the side groups have only a marginal influence on the optical
response; compare Table I.

B. Optimization of molecular geometry in different electronic
configurations

In the following, all calculations of molecular properties
are performed with the B3LYP three parameter hybrid
functional33 because this approach gives excellent agreement
with observed molecular geometries and measured frequen-
cies of vibrational modes.34,35 For investigations of a single
molecule, we use a well converged triple-� �TZ� variational
basis for the electronic orbitals.36 DFT calculations for the
electronic ground state and TD-DFT optimizations of the re-
laxed excited geometry have been performed with the re-
spective routines implemented in the TURBOMOLE 5.7 pro-
gram package.37–39 From a comparison with the observed
spectra in Table I, we found that an optimization of the ex-
cited state geometry with the constraint nHOMO=nLUMO=1 is
more reliable than the geometry obtained with TD-DFT. As
the excited state with this modified electronic configuration
is the ground state of the corresponding symmetry, this way
of using DFT is covered by the Hohenberg-Kohn theorem.40

In our model compounds, the lowest optical transition is al-
ways dominated by the HOMO-LUMO excitation, so that
constrained DFT and TD-DFT are expected to be equivalent.
Indeed, both approaches yield similar deformation patterns
in the relaxed excited geometry, but in all cases the deforma-
tion deduced from TD-DFT is significantly smaller. The ge-
ometry of positively and negatively charged ionized mol-
ecules is obtained with DFT. Each charged or excited state
conserves the molecular symmetry, so that the point group
remains the same as in the electronic ground state, i.e., D2h
for PTCDA, PTCDI and DIP, or C2h for the other com-
pounds.

(b)

(a)

(c)

FIG. 2. �Color online� LUMO �top� and HOMO �middle� of
Me-PTCDI. Bottom: deformation in the relaxed excited geometry
�open circles, deformation increased by a factor of 30�, together
with the geometry in the electronic ground state �solid circles�. The
relaxed excited geometry underlying this visualization has been cal-
culated with the constraint nHOMO=nLUMO=1 at the B3LYP/TZ
level.

TABLE I. Comparison between observed solution spectra, constrained DFT �c-DFT� calculations of the
deformation pattern in the relaxed excited state, and time-dependent DFT �TD-DFT� calculations of this
deformation pattern. The experimental spectra are fitted to a Poisson progression for the dielectric response
with argument S and vibronic spacing ��, compare Eqs. �1�–�3�, and in the two types of DFT calculations,
the effective mode �� and its Huang-Rhys parameter S are defined via Eqs. �5� and �6�.

Compound

E00 S �� S �� S ��

Solution spectra c-DFT TD-DFT

PTCDA �Ref. 12� 2.363 0.86 0.172 0.88 0.171 0.56 0.171

Me-PTCDI �Ref. 12� 2.363 0.80 0.173 0.87 0.170 0.56 0.171

PB31 �Ref. 11� 2.350 0.80 0.169 0.87 0.170 0.56 0.171

PTCDI 0.82 0.175 0.51 0.176

PR149 �Ref. 11� 2.360 0.84 0.170 0.88 0.170 0.53 0.171

DIP �Ref. 32� 2.351 0.87 0.167 0.93 0.165 0.64 0.170
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C. Vibronic coupling constants and Huang-Rhys factors for
internal vibrations

The vibrational modes in the electronic ground state of
each molecule are calculated with B3LYP/TZ. The deforma-
tion patterns for anionic, cationic, and excited molecules are
projected onto the complete set of vibrational eigenvectors
giving in each case the vibronic coupling constants. An elon-
gation of an internal vibration with energy ��k can only
occur for breathing modes with Ag symmetry, resulting in a
reorganization energy �k of each mode defining its Huang-
Rhys factor,

�k = Sk��k, �4�

where the latter is sometimes expressed in terms of the vi-
bronic coupling constant gk as Sk=gk

2. For each vibration, Sk
defines a Poisson progression for its contribution to the op-
tical spectra, compare Eq. �1�, and the intensities of mixed
harmonics of different modes are given by the product of the
respective transition probabilities Pn�Sk�. For the mode fre-
quencies, we apply a scaling factor of 0.973 adequate for the
B3LYP functional,35 but we conserve the reorganization en-
ergies �k deduced from the potential energy surface, so that
the Huang-Rhys factors Sk are increased by a factor of
1/0.973. As an example, Table II reports the internal vibra-
tions of PTCDA together with the Huang-Rhys factors Sk

− for
the molecular anion, Sk

+ for the cation, and Sk for the excited
molecule. In the latter case, we compare the deformation
pattern obtained under the constraint nHOMO=nLUMO=1 with
the results of TD-DFT, giving in both cases a set of mode
elongations compatible with the relative size of the cross
sections observed in resonant Raman spectra.41,42 The
Huang-Rhys factors related to neutral excitation of the model
compounds are visualized in Fig. 3, and for PTCDA, PTCDI,
and Me-PTCDI, the mode frequencies and Huang-Rhys fac-
tors are compatible with observed resonant Raman cross
sections.41–44

D. Effective vibrational mode

In the observed spectra of dissolved chromophores, the
various internal vibrations are not resolved, but due to the
large Gaussian broadening arising from a fluctuating shell of
surrounding solvent molecules, they merge into a single vi-
bronic progression. Therefore, we compress the detailed in-
formation obtained from the projection of the deformation
patterns onto the vibrational eigenvectors into an effective
mode with an effective Huang-Rhys factor,

S = �
k

Sk, �5�

�� =
1

S
�

k

Sk��k, �6�

where the sums are calculated over the range
900–1800 cm−1. As the deformation patterns of ionized and
excited states are qualitatively similar, the energies of the
effective modes deduced from the different deformation pat-
terns deviate only by a few percent. Nevertheless, the effec-

tive Huang-Rhys factors in Table II differ strongly because
the deformations of the ionized molecules are significantly
smaller. When comparing the effective Huang-Rhys factors
for neutral excitation with the experimental results reported
in Table I, it turns out that TD-DFT underestimates the de-
formation of the excited molecules substantially, as opposed
to the constrained DFT calculation with nHOMO=nLUMO=1,
yielding good agreement with the observed intensity ratios of
the vibronic subbands: The calculated Huang-Rhys factors
are overestimated by less than 10% with respect to the values
fitted to the observed spectra; compare Table I. Therefore, in
the exciton model discussed in Sec. IV, the elongation of the
effective mode will be parametrized according to the con-
strained DFT calculation. The calculated Huang-Rhys factors
in the different charge states and in the relaxed excited ge-
ometry are summarized in Table III, with the energy of the
effective mode according to the constrained DFT calculation
of the excited state.

TABLE II. Vibronic Ag modes in the electronic ground state of
PTCDA, obtained at the B3LYP/TZ level, with frequencies scaled
by a factor of 0.973. The Huang-Rhys factors are derived from the
geometries of ionized molecules or from the lowest excited state. In
the latter case, we compare the results derived from a geometry of
the relaxed excited state obtained under the constraint nHOMO

=nLUMO=1 �c-DFT� with the excited state geometry obtained from
TD-DFT. In each case, the properties of an effective mode are cal-
culated �last two lines, mode energy in cm−1�, averaged over the
interval 900 to 1800 cm−1 according to Eqs. �5� and �6�.

Mode Cation Anion

Excited Excited

c-DFT TD-DFT

��k Sk
+ Sk

− Sk Sk

cm−1 1 1 1 1

225 0.123 0.066 0.404 0.286

380 0.038 0.067 0.005 0.006

457 0.028 0.008 0.008 0.005

520 0.001 0.109 0.081 0.080

605 0.048 0.004 0.057 0.048

709 0.006 0.000 0.007 0.009

819 0.005 0.003 0.000 0.000

1013 0.042 0.001 0.026 0.014

1111 0.034 0.036 0.000 0.002

1232 0.005 0.059 0.022 0.013

1299 0.147 0.128 0.404 0.257

1325 0.002 0.039 0.020 0.017

1357 0.016 0.078 0.120 0.063

1423 0.010 0.016 0.032 0.020

1552 0.044 0.121 0.217 0.152

1567 0.001 0.084 0.038 0.024

1669 0.048 0.087 0.001 0.001

3096 0.000 0.000 0.000 0.000

3123 0.000 0.000 0.000 0.000

S 0.349 0.649 0.880 0.562

�� 1335 1425 1376 1382
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For the anionic and cationic coupling constants, informa-
tion on perylene compounds are rather scarce. In all cases,
we find that the reorganization energy of the positively
charged ionized state is smaller than for the anionic state,
and that the relaxed excited state is deformed even more,
fulfilling S+	S−	S and the approximate sum rule S++S−
�S. From earlier calculations for PTCDA, the resulting val-
ues S+=0.72 and S−=0.34 have indicated the opposite behav-
ior, S+
S−.23 In previous attempts to assign the spectra of
PTCDA and Me-PTCDI with a Frenkel-CT model, both
compounds were parametrized with S=0.77 fitted to solution
spectra, assuming that both ionized states are governed by
half of this Huang-Rhys factor, S+=S−=S /2.19 Photoioniza-
tion spectra of pentacene have been interpreted with DFT,45

and as our computational scheme reproduces these results for
the cationic state together with a larger deformation of the
anionic molecule, we are confident that the B3LYP func-
tional is well suited for ionized perylene compounds as well.
In the exciton model discussed below, the deformations of
the charged molecules and the deformation in the optically
excited state will be parametrized according to the values in
Table III.

III. CRYSTAL STRUCTURE OF PERYLENE PIGMENTS

A. Crystal geometry and dielectric response

In the crystalline phases of the various perylene com-
pounds, the stacking geometry is determined by the Coulomb
interaction between charged regions of the molecules, van
der Waals attraction favoring a large geometric overlap of
adjacent perylene cores, and the steric hindrance introduced
by side groups of different size. For PTCDA and Me-PTCDI,
the Coulomb attraction between the oppositely charged car-
bon and oxygen atoms in the carboxylic groups of stack
neighbors plays a dominant role, so that the stacking vector
remains rather close to the molecular normal. The pigments
PR149 and PB31 realize the opposite limit because the large
side groups enforce a strong deviation between the stacking
direction and the normal of the molecular planes.

All six compounds have a monoclinic phase crystallizing
in the space group P21 /c with two basis molecules in the
crystal unit cell; compare Table IV. In the case of PTCDA,
the present work will concentrate on the � phase because
detailed optical investigations of the pure � phase are still
lacking and x-ray characterizations of thin films prove that
the � phase dominates.46,51 PB31 and DIP can crystallize in a
space group with four basis molecules,6,47,50 but in order to
demonstrate the transferability of our exciton model among
compounds realizing the same space group, these more com-

TABLE III. Effective internal vibration for the six perylene
compounds, with Huang-Rhys factors S− and S+ of the ionized
states obtained with DFT, and the Huang-Rhys factor in the relaxed
excited geometry with constrained DFT, all at the B3LYP/TZ level.

Compound

Mode Cation Anion Excited

�� S+ S− S

eV 1 1 1

PTCDA 0.171 0.35 0.65 0.88

Me-PTCDI 0.170 0.34 0.62 0.87

PB31 0.170 0.17 0.64 0.87

PTCDI 0.175 0.28 0.55 0.82

PR149 0.170 0.19 0.73 0.88

DIP 0.165 0.31 0.56 0.93
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FIG. 3. Huang-Rhys factors for neutral excitation of the six
perylene compounds, obtained at the B3LYP/TZ level under the
constraint nHOMO=nLUMO=1, with base lines shifted for clarity. All
mode energies have been scaled by a factor of 0.973 adequate for
the B3LYP functional �Ref. 35� and the Huang-Rhys factors by
1/0.973.

TABLE IV. Crystal structures for the six model compounds ordered according to the length of the
stacking vector �highlighted, a for all compounds except for PR149, where the stacking vector is b�. In the
monoclinic space group P21 /c, the lattice vector b is orthogonal to the other two, a�b�c, � is the angle
between the lattice vectors a and c, and V0 is the volume of the unit cell.

Compound Ref.
a

�Å�
b

�Å�
c

�Å�
�

�deg�
V0

�Å3�

�-PTCDA 46 3.720 11.960 17.340 98.80 762.4

Me-PTCDI 2 3.874 15.580 14.597 97.65 873.2

PB31 47 4.737 32.450 9.507 100.27 1438.0

PTCDI 48 4.865 14.660 10.844 91.33 773.2

PR149 49 17.030 4.869 17.096 93.40 1413.7

DIP 50 7.171 8.550 16.798 92.42 1039.0
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plicated cases will not be discussed in the following.
In the space group P21 /c, the b lattice vector defines a C2

axis followed by a shift of �b+c� /2, with the important con-
sequence that all second-order tensors decouple into a 1�1
block for this direction and a 2�2 block governing the plane
spanned by the lattice vectors a and c. The transition dipole
of the HOMO-LUMO transition of each molecule is oriented
along its long axis. In the following, we shall use the con-
vention that the transition dipoles �A and �B of the two basis
molecules form an angle below 90° with the b lattice vector,
so that their sum ��A+�B� /�2 is oriented along b, whereas
the difference ��A−�B� /�2 is located in the ac plane. Dis-
carding the small contributions of intermolecular transition
dipoles toward CT states, this allows deducing the relative
strength of the dielectric response along these orthogonal
directions,

� dEI�
yy�E�� =
2�


0V0
	�A + �B

�2

2

, �7�

� dEI�
xx�E�� =
2�


0V0
	�A − �B

�2

2

, �8�

where 
yy denotes the diagonal component of the dielectric
tensor along b and 
xx stands for the response along the di-
rection defined by ��A−�B� /�2. The integration in Eqs. �7�

and �8� shall extend over an energetic range of about 1.8–3.2
eV covering the HOMO-LUMO transition in the crystalline
phase. Due to the simple dependence of the dielectric re-
sponse on the orientation of the molecular transition dipoles,
the relative strengths can be expressed in terms of the angle
� between the molecular long axes and the b lattice vector in
the form cos2 � and sin2 �, respectively; compare Table V.

B. Geometric arrangement of stack neighbors

For five of the six model compounds, the stacking dis-
tance measured along the molecular normal remains close to
the value of 3.35 Å for graphite; compare Table VI. In DIP,
the transverse offset between stack neighbors is so large that
their aromatic cores hardly overlap, and as a result, the dis-
tance measured along the molecular normal is much smaller,
close to the sum of the van der Waals radii of carbon and
hydrogen. In all cases, the stacking vector is much longer
than the distance between the molecular planes producing
substantial projections onto the long axis and the short axis
of the molecule.

C. Electron and hole transfer along stacking direction

The stacking geometry determines the size and sign of the
transfer parameters te for an electron and th for a hole. For
simplified model geometries where the stacked molecules are
displaced exclusively along the long axis or along the short
axis, it turned out that the signs of these transfer parameters
depend critically on the specific stack geometry.14 However,
as the crystal phases of the six model compounds realize a
sliding both along the long axis and along the short axis,
compare Table VI, the signs of the transfer parameters may
differ from the simplified geometries used in this seminal
work.

The values for the transfer parameters can be deduced
from a DFT or HF calculation for a pair of stacked molecules
in a geometry compatible with the crystalline phase. The
pairs of frontier orbitals are governed by simple Hamilto-
nians such as

HLUMO = 	EL tL

tL EL

 �9�

with eigenstates defined by symmetric or antisymmetric su-
perpositions of the molecular orbitals,

TABLE V. Angle � between the molecular HOMO-LUMO tran-
sition dipole and the lattice vector b and relative contributions of
this transition to the strength of the dielectric response 
yy along
y 
b and to the component 
xx with x 
 ��A−�B� /�2.

Compound

� 
yy 
xx

deg cos2 � sin2 �

�-PTCDA 41.0 0.57 0.43

Me-PTCDI 18.4 0.90 0.10

PB31 53.1 0.36 0.64

PTCDI 81.5 0.02 0.98

PR149 83.7 0.01 0.99

DIP 88.5 7�10−4 1.00

TABLE VI. Geometric arrangement of chromophores with respect to each other: lattice vector along the
stacking direction and projections into the Cartesian reference frame of the molecule defined by its long axis,
short axis, and molecular normal. Only for large angles � between the long axes of the two basis molecules,
the dielectric tensor has substantial contributions along two orthogonal directions; compare Table V.

Compound
Stack
�Å�

Long
�Å�

Short
�Å�

Normal
�Å�

�
�deg�

�-PTCDA 3.72 1.20 1.03 3.37 82.1

Me-PTCDI 3.874 0.89 1.52 3.45 36.8

PB31 4.737 3.16 0.74 3.45 73.7

PTCDI 4.865 3.38 1.10 3.32 17.1

PR149 4.869 0.54 3.38 3.46 12.7

DIP 7.171 2.42 6.03 3.02 3.1
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�LUMO
� =

1
�2

	 1

�1

 �10�

and eigenvalues ELUMO
� =EL� tL. Therefore, the sign of the

transfer parameter tL can easily be obtained from visual in-
spection of the frontier orbitals in the dimer, compare Fig. 4
for Me-PTCDI: the LUMO turns out to be the state �LUMO

+

with the eigenvalue ELUMO
+ =EL+ tL, so that tL has to be nega-

tive in order to have ELUMO
+ as the lower eigenvalue. Simi-

larly, the HOMO in Fig. 4 is the state �HOMO
+ defined in

analogy to Eq. �10�, with the eigenvalue EHOMO
+ =EH+ tH and

positive tH. From a second quantized Hamiltonian based on
creation and annihilation of an electron in the HOMO or
LUMO, it follows that the electron transfer is given by te
= tL, but the hole transfer has the opposite sign with respect
to the transfer between the HOMO orbitals on two adjacent
stack neighbors, or th=−tH.

In the following, the signs of te and th as a function of the
stacking geometry are analyzed with the B3LYP functional
and a double-� �DZ� basis. The model geometries consist of
two planar D2h-symmetric PTCDI molecules optimized at
the same B3LYP/DZ level, choosing a stacking distance of
3.4 Å along the molecular normal, in the same range as the
values reported in Table VI. For this reference distance, the
sign changes of the transfer parameters are determined by
displacing the two molecules both along their long and short
axes; compare Figs. 5 and 6.

For the electron transfer te, the sign can easily be related
to the node pattern of the LUMO orbital in Fig. 2, but for the
hole transfer, the situation is more complex. The node plane
of the HOMO along the long axis of the molecule induces a
sign change of th at a lateral displacement of about 2 Å, and
the node planes of this orbital parallel to the short axis result
in sign changes of th at longitudinal displacements around
1.3 and 3.9 Å. As the contour lines for vanishing th cannot
cross, the node pattern is particularly complicated along
equal longitudinal and transverse displacements around 2 Å.

The sign of the transfer parameters in each pigment can
be estimated from a stack of PTCDI molecules in a geometry
resembling the arrangement in a specific crystal. In all pig-
ments, the signs of the transfer parameters in Figs. 5 and 6
are well defined because the stacking geometries are never
close to th=0 or te=0. The visualization of the stacking ge-

(b)

(a)

FIG. 4. �Color online� LUMO �upper� and HOMO �lower� of a
stack of Me-PTCDI molecules in a geometry compatible with the
crystalline phase calculated at the B3LYP/TZ level.
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1
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PB31

PR149

Me-PTCDI
PTCDIPTCDA

DIP

FIG. 5. �Color online� Calculated sign of the transfer parameter
tL= te between the LUMO states of two stacked PTCDI molecules
at a distance of 3.4 Å along their normal: regions of positive trans-
fer parameters �white�, negative transfer parameters �gray�, and
contour lines of the sign changes �solid lines�. The displacement
along the long axis of the molecule is reported along the horizontal
axis and the displacement along the short axis along the vertical.
The dots indicate the projection of the stacking vector of five
perylene compounds ��-PTCDA, Me-PTCDI, PB31, PTCDI, and
PR149� with respect to the size of the perylene core of a free
PTCDI molecule. The stacking geometry of DIP is outside of the
range of displacements shown �arrow�.
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FIG. 6. �Color online� As in Fig. 5, but for the transfer tH=−th

between the HOMO states of two stacked PTCDI molecules.
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ometries in the various pigments indicates that the center of
a molecule avoids a position above the center of a hexagon
in the underlying molecule, a situation resembling graphite.

In order to keep track of the small influence of the
side groups and the specific geometry of the perylene core
in each compound, the values of the transfer parameters
have to be recalculated for molecule pairs coinciding with
the precise stacking geometry realized in the corresponding
crystal.2,46–50 Table VII compares the results of HF and
B3LYP calculations, using in each case a double-� basis
�DZ� and a triple-� �TZ� basis for the electronic states. The
signs of the transfer parameters are independent of the com-
putational approach and the variational basis set, but in sev-
eral cases, the values obtained at the HF/TZ level are signifi-
cantly larger than for the hybrid functional B3LYP/TZ. This
indicates that the correlation included in the B3LYP func-
tional produces more localized orbitals, so that the intermo-
lecular transfer matrix elements are somewhat reduced. The
results do not depend strongly on the variational basis set, so
that we consider them to be reasonably well converged. Ex-
perimental information on the transfer parameters is re-
stricted to the valence bandwidth 4�th� for two perylene com-
pounds indicating a hole transfer of �th�=0.05 eV for
PTCDA and �th�=0.04 eV for Me-PTCDI.52,53 These experi-
mental references do not allow to decide whether HF or DFT
with the B3LYP functional is quantitatively more reliable:
for PTCDA, HF seems to be slightly better, but the observed
valence bandwidth of Me-PTCDI is clearly in favor of
B3LYP. As interactions between the two basis molecules
may contribute to the band dispersion, any comparison be-
tween observed bandwidth and a calculation restricted to the
stack neighbors has to remain provisional.

Based on the transfer parameters reported in Table VII, in
the exciton model discussed below we use values close to the
results obtained at the B3LYP/TZ level. However, in selected
cases, some deviations from these reference values seem to
be unavoidable; compare Secs. VII and VIII for more details.

The electronic band structure arising from transfer along
the stacking direction has the following dispersion:

EHOMO�k� = EH + 2tH cos k · a , �11�

ELUMO�k� = EL + 2tL cos k · a , �12�

Egap�k� = EL − EH + 2�tL − tH�cos k · a . �13�

For the six model compounds, Fig. 7 visualizes the resulting
valence band EHOMO�k� and the conduction band ELUMO�k�
over the first Brillouin zone. The energies EH and EL are
defined as the average energies of the pairs of frontier orbit-
als in a stack with a geometry compatible to the crystalline
phase and the transfer parameters correspond to half of their
splitting calculated with B3LYP/TZ; compare Table VII.
PTCDA is the only material where the two transfer param-
eters tH and tL have the same sign, so that the gap between
valence and conduction band has a particularly small disper-
sion.

In a single particle picture, optical excitations correspond
to vertical transitions between valence and conduction band
with the following first and second moments:

�Egap� = EL − EH, �14�

TABLE VII. Comparison of calculated transfer parameters th=−tH and te= tL, using Hartree-Fock or the
hybrid functional B3LYP, in each case with two different variational basis sets for the electronic orbitals. For
each compound, the calculations are based on a stacked dimer in a geometry compatible with the crystalline
phase; compare Table VI. All entries are in eV.

Compound HF/DZ HF/TZ B3LYP/DZ B3LYP/TZ

�-PTCDA th −0.052 −0.054 −0.031 −0.034

te 0.021 0.037 0.014 0.024

Me-PTCDI th −0.071 −0.073 −0.038 −0.041

te −0.160 −0.148 −0.111 −0.104

PB31 th 0.216 0.218 0.140 0.144

te 0.117 0.128 0.078 0.083

PTCDI th 0.150 0.151 0.098 0.102

te 0.018 0.024 0.017 0.019

PR149 th 0.136 0.137 0.090 0.083

te 0.035 0.030 0.022 0.020

DIP th −0.097 −0.099 −0.065 −0.066

te −0.042 −0.041 −0.034 −0.033
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FIG. 7. Electronic band structure of the six model compounds
based on B3LYP/TZ calculations for a stacked dimer in a geometry
compatible with the respective crystalline phase.
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���Egap�2� = 2�tL − tH�2. �15�

In Sec. VI A, we shall discuss sum rules arising from our
exciton model and compare them with Eqs. �14� and �15�.

D. Transition dipoles of CT states

In a pair of stacked molecules, the frontier orbitals are
linear superpositions of the respective states of a monomer,
compare Eq. �10�, with splittings given by twice the transfer
parameters tabulated in Table VII. In the monoclinic space
group of the pigments, the site symmetry of each molecule
still contains the inversion and so does the point group of a
stacked dimer. Therefore, instead of describing the transition
energies in a dimer by a Hamiltonian based on the states of
the monomers,

H =�
EF W te th

W EF th te

te th ECT V

th te V ECT

� , �16�

it is suitable to decouple this Hamiltonian into subblocks of
opposite parity, with

H�P=−1� = 	EF + W te + th

te + th ECT + V

 �17�

for the dipole-allowed and

H�P=+1� = 	EF − W te − th

te − th ECT − V

 �18�

for the dipole-forbidden transitions. Besides the fermionic
transfer parameters te and th, the above Hamiltonian allows
for the transfer of a neutral molecular excitation via the ma-
trix element W between the transition charge densities of the
neutral excitations on each site, and for the transfer between
the two CT states via the matrix element V.

For a pair of stacked molecules, the transition energies
and the transition dipoles can be obtained from different
computational schemes including configuration interaction of
singles �CIS�, time-dependent Hartree-Fock �TD-HF�, or
TD-DFT, as reported in Table VIII for �-PTCDA. The two
Hartree-Fock-based schemes place the CT states well above
the neutral excitation with the large oscillator strength,
whereas TD-DFT with the B3LYP hybrid functional results
in a CT transition below the neutral excitation. From the

exciton model discussed in Secs. IV, VII, and VIII, in all six
model compounds we find the CT states within a range of
about �0.25 eV around the neutral excitations. From the
large differences between the ab initio schemes applied to
the computation of the transition energies, it is clear that all
three attempts to compare a calculation for a pair of mol-
ecules to the crystalline phase have their weaknesses result-
ing both from the incomplete geometric model and from
known systematic deficiencies of the methods used.

Inside the crystal, the polarization of the surroundings in-
duces a redshift of CT transitions by about 2 eV with respect
to an isolated dimer.54–56 Moreover, the neutral molecular
excitations in the crystal are redshifted by nearly 0.5 eV with
respect to a monomer in weakly interacting surroundings57

and with TD-DFT it can be investigated how different neigh-
bors contribute to this effect.28 For any microscopic investi-
gation of a stacked dimer, the resulting transition energies
will necessarily suffer from large energetic offsets with re-
spect to a more complete description of the crystalline phase,
so that approaches such as CIS, TD-HF, and TD-DFT can
only generate raw data which will require further interpreta-
tion.

For TD-DFT, it is well known that the wrong asymptotics
of the exchange-correlation functional is responsible for a
distance dependence of the CT energy deviating from the
−1 /r behavior expected from the Coulomb interaction.58

However, from Table VIII, it is clear that this systematic
deficiency of TD-DFT together with the missing polarizable
surroundings brings the weakly absorbing CT states rather
close to the strongly absorbing neutral excitation, resembling
the situation in the crystal discussed in Secs. VII and VIII.
Due to this compensation of errors, TD-DFT calculations of
an isolated dimer become a quantitatively meaningful ap-
proach for an investigation of basic features of neutral exci-
tations and CT states in the crystalline phase. Moreover, they
have the advantage that the transitions of interest are well
approximated by the HOMO-LUMO-based Hamiltonian
�16�, whereas in the HF-based schemes, one of the lowest
dipole-allowed transitions has more than 10% admixture of
transitions arising from other pairs of molecular orbitals.

In Table IX, we report the transition energies in stacked
dimers of different perylene compounds obtained with TD-
DFT at the B3LYP/TZ level. Among the two transitions of
each parity, the lower is always dominated by CT transitions
and the higher by neutral molecular excitations in keeping
with the large difference between the respective oscillator
strengths of the dipole-allowed transitions. Together with the

TABLE VIII. Transition energies in a stack of two PTCDA molecules, obtained with CIS, TD-HF, and
TD-DFT based on the B3LYP hybrid functional, using a TZ variational basis.

Compound

Dipole-allowed Forbidden

E fosc E fosc E E

eV 1 eV 1 eV eV

CIS 3.586 2.013 4.211 0.040 3.201 4.217

TD-HF 3.270 1.489 4.166 0.036 2.954 4.190

TD-DFT 2.116 0.015 2.618 0.956 2.078 2.328
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projection of the transitions onto pairs of Kohn-Sham orbit-
als, the TD-DFT results allow for the determination of the
matrix elements W and V in Eqs. �16�–�18� and for an as-
signment of the transition dipoles between the localized fron-
tier orbitals of the two molecules, compare Table X and the
visualization for Me-PTCDI in Fig. 8. These values are cal-
culated from the lowest two dipole-allowed transitions as
obtained with TD-DFT under the assumption that the
HOMO-LUMO transitions define the entire transition di-
poles, without any contribution from the small contamination
with transitions between other pairs of Kohn-Sham orbitals.
Control calculations based on Hamiltonian �17� reveal that
the size and direction of the transition dipole of the neutral
molecular excitation is not sensitive to the incompleteness of
this Hamiltonian with respect to the numerical TD-DFT re-
sults, but the small CT transition dipoles are more strongly
affected. Irrespective of the type of analysis, the ratio
�CT

2 /�F
2 of the dipolar coupling strengths never exceeds 0.02.

In all compounds except for PTCDA, both dipole-allowed
transitions in Table IX derive the main part of their oscillator
strength from the large transition dipoles of the neutral mo-
lecular excitations. Thus, in general the weaker among the
two dipole-allowed transitions is not a suitable measure for
the transition dipole of the CT states. For Me-PTCDI, the
four coplanar transition dipoles in Fig. 8 reveal the specific

linear superpositions of �F and �CT realized in the dimer
transitions in Table IX. The orientation of the transition di-
poles follows intuitive expectations: for the strong molecular
transitions, they are aligned with the long axis of the mol-
ecule, just like the molecular HOMO-LUMO transition di-
pole, whereas the transition dipole of the CT state has an
orientation rather close to the stacking direction.

In DIP, the transition dipole of the CT state is very small,
and as opposed to the other compounds, it forms a rather
large angle with the stacking direction, two features arising
from the small geometric overlap between the molecules in
the stack. Residual deviations from the ideal orientation of
the transition dipoles for neutral excitation can be related to
the incomplete covering of the lowest transitions found in
TD-DFT by the four states underlying Eqs. �16�–�18�: on
average, for the molecules included in Table X, about 3% of
the higher dipole-allowed transition arise from other pairs of
Kohn-Sham orbitals modifying the direction of the resulting
transition dipole by a small angle. In PR149 dimers, the spe-
cific orientation of the functional groups mixes transitions
based on HOMO and LUMO of the monomers with transi-
tions involving HOMO-1 and HOMO-2 states, so that an
assignment of the transition dipoles from the B3LYP/TZ TD-
DFT calculations would require a larger model Hamiltonian
than Eq. �16�. As this problem is less disturbing in a smaller

TABLE IX. Vertical transition energies in a stack of two molecules, in a geometry compatible with the
monoclinic crystal phase, obtained with TD-DFT at the B3LYP/TZ level, except for PR149, which has been
calculated with B3LYP/DZ.

Compound

Dipole-allowed Forbidden

E fosc E fosc E E

eV 1 eV 1 eV eV

�-PTCDA 2.116 0.015 2.618 0.956 2.078 2.328

Me-PTCDI 2.064 0.067 2.622 1.021 2.057 2.326

PB31 1.957 0.221 2.564 1.195 2.004 2.286

PTCDI 2.101 0.098 2.598 1.066 2.083 2.382

PR149 2.127 0.062 2.586 0.852 2.125 2.363

DIP 2.150 0.116 2.469 1.141 2.714 2.328

TABLE X. Vertical transition energies and transition dipoles of neutral molecular excitations and CT
states in a stacked dimer determined from the values in Table IX, together with the orientation of the
transition dipoles, expressed in terms of the angle �long formed with the long axis of the molecules and the
angle �stack with respect to the stacking direction.

Compound

Neutral excitation CT state

EF

�eV�
�F

�D�
�long

�deg�
ECT

�eV�
�CT

�D�
�stack

�deg�

�-PTCDA 2.470 6.93 1.8 2.101 0.94 15.0

Me-PTCDI 2.429 7.42 1.6 2.106 0.68 18.4

PB31 2.440 8.62 1.1 1.965 1.06 5.2

PTCDI 2.453 7.69 3.0 2.129 1.05 13.6

PR149 2.452 6.76 0.6 2.149 0.37 15.5

DIP 2.390 8.20 2.0 2.171 0.03 63.9
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DZ variational basis, we have analyzed this specific com-
pound with TD-DFT calculations at the B3LYP/DZ level.

In the exciton model developed in the following, the ratio
of the transition dipoles �CT /�F will be taken from the val-
ues in Table X. Concerning the direction of these dipoles, we
shall assume that the neutral excitation has a transition dipole
oriented exactly along the long axis of the molecule, whereas
the CT states are handled with an orientation of their transi-
tion dipoles deduced from TD-DFT. As will be explained in
Secs. VII and VIII in more detail, absolute values of the
transition dipoles in the exciton model will be determined
from a comparison to spectroscopic observations.

IV. EXCITON MODEL

A. Model Hamiltonian

For the perylene compounds studied in the present work,
there is clear evidence that interactions between stack neigh-
bors are dominating. Moreover, in all cases the HOMO-
LUMO transition is rather strong and well separated from a
weak transition at about 3.2 eV, so that is seems reasonable
to restrict the exciton model to neutral excitations and CT
states involving only the frontier orbitals. The fermionic
transfer parameters te and th allow for a mixing between
neutral molecular excitations and CT states on the same
stack as visualized in Fig. 9.

In addition, the interaction between the dipolar transition
densities of neutral excitations on different molecules can

transfer these neutral excitations between the respective
sites,15 a mechanism investigated previously for the excitonic
band structure of PTCDA and Me-PTCDI.18–21 The TD-DFT
studies of molecule pairs described in Sec. III D have dem-
onstrated that the transfer parameter V between the two CT
states on the same pair of molecules is much smaller than the
transfer of a neutral excitation, so that it will be neglected in
the following.

For different types of molecular crystals, including espe-
cially polyacenes, the fermionic transfers between the two
basis molecules may be particularly large.59 In these cases,
the exciton model developed in the following should be ex-
tended to CT states involving both basis molecules, but for
the compounds studied in the present work, we do not expect
a significant influence of similar phenomena.

The model Hamiltonian can be divided into three parts:
Frenkel �F� excitons based on neutral molecular excitations,
CT states, and the interactions between them,

Htot = HF + HCT + HF−CT. �19�

Each molecule can occur in its electronic ground state, in an
excited electronic state, and in positively or negatively
charged ionized states. The electronic ground state shall be
described as the lowest level of an effective internal vibra-
tion, so that the Born-Oppenheimer approximation results in
a factorized wave function,

�g� = �
n�

��n�
g �n�

0g � , �20�

with a ground-state electron configuration ��n�
g � and a wave

function ��n�
0g � corresponding to the lowest vibrational level

on the basis molecule � in unit cell n. The states visualized
in Fig. 9 can be obtained by defining suitable excitation op-
erators acting on the electronic ground state. An excitation
toward the vibronic level �e of a neutral excited molecule
shall be described by a creation operator bn��e

† ,

bn��e

† ��n�
g �n�

0g � = ��n�
e �n�

�e � , �21�

where ��n�
e � denotes the excited electronic configuration and

��n�
�e � the vibronic level �e in the excited potential; compare

the stack visualized in the middle of Fig. 9. The creation of a
CT state involves two neighboring molecules,

cn��−;n+1,��+

† ��n�
g �n�

0g ���n+1,�
g �n+1,�

0g � = ��n�
− �n�

�−���n+1,�
+ �n+1,�

�+ � ,

�22�

with an anionic electronic configuration ��n�
− � and a cationic

state ��n+1,�
+ � on the neighboring site Rn+a, together with the

vibronic levels �− and �+ on the respective molecules; com-
pare the left-hand side of Fig. 9. In this notation for the CT
excitation, we use the convention that the basis molecule �
in unit cell n shall carry an excess electron transferred from
the neighboring molecule at the lattice vector Rn+a which is
losing an electron. Similarly, a charge separation in the op-
posite direction can be described as

µCT

µF

FIG. 8. �Color online� Transition dipoles in a stacked dimer of
Me-PTCDI. Red: transition dipole �F of neutral molecular excita-
tion; green: transition dipole �CT of CT transition; brown: transition
dipoles calculated with TD-DFT.

FIG. 9. �Color online� Visualization of three types of localized
excited states in a one-dimensional stack of molecules. Center: neu-
tral molecular excitation; left: CT state obtained from the neutral
excitation after transferring a hole onto the neighboring site; right:
CT state after transferring an electron. Each state can be obtained
directly from the electronic ground state by an optical excitation
governed by the large transition dipole �F of a molecular HOMO-
LUMO transition or by the small intermolecular CT transition di-
pole �CT; compare Table X.
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cn��−;n−1,��+

† ��n�
g �n�

0g ���n−1,�
g �n−1,�

0g � = ��n,�
− �n,�

�− ���n−1,�
+ �n−1,�

�+ �

�23�

corresponding to the right-hand side of Fig. 9, shifted by one
lattice vector. The excitations described by the creation op-
erators in Eqs. �21�–�23� are the only states with a transition
dipole toward the electronic ground state, whereas states in-
volving vibronic excitations at sites differing from the mol-
ecules with modified electronic configurations cannot be ex-
cited from the electronic ground state, so that they will be
ignored in the following. Depending on the Huang-Rhys fac-
tor of the effective mode, these states without dipolar cou-
pling produce an additional energetic spreading of the tran-
sitions with dipolar coupling,19 a phenomenon we shall
include phenomenologically as an increased Gaussian broad-
ening of higher vibronic levels.

The pure Frenkel part of the Hamiltonian in Eq. �19� de-
scribes neutral excitations of molecules and their transfer be-
tween different crystal sites,

HF = �
n��e

E0g�e

F bn��e

† bn��e
+ �

n��e

�
m��e

tn��e;m��e
bn��e

† bm��e
,

�24�

where E0g�e

F =E0g0e

F +�e�� is the molecular transition energy
between the electronic and vibrational ground state and the
vibronic level �e in the excited potential, using an effective
internal vibration with energy �� in accordance to the DFT
values in Table III. In this notation, the gas-to-crystal shift
shall be included by a suitable choice of the lowest molecu-
lar transition energy E0g0e

F .
The matrix element tn��e;m��e

represents the transfer of an
excitation from molecule � in unit cell n at vibronic level �e
toward molecule � in unit cell m at vibronic level �e. This
matrix element can be expressed as an electronic part arising
from the interaction between the dipolar transition densities
on both sites and vibronic Franck-Condon factors,

tn��e;m��e
= �gbn��e

�HF�bm��e

† g� �25�

=Tn�;m�S0g�e
S0g�e

. �26�

The Franck-Condon factors are defined via the Poisson pro-
gression over the transition probabilities,

S0g�e

2 = ���0g���e��2 = e−S S�e

�e!
, �27�

with the effective Huang-Rhys factor S for a neutral excited
molecule from Table III. The electronic part Tn�;m� of the
transfer of a neutral excitation will be discussed in Sec. IV B.

The second term in Eq. �19� represents the CT part of the
Hamiltonian,

HCT = �
m�

�
�−�+

E�−�+

CT �cn��−;n+1,��+

† cn��−;n+1,��+

+ cn��−;n−1,��+

† cn��−;n−1,��+
� , �28�

where E�−�+

CT =E00
CT+ ��−+�+��� denotes the energy of a CT

state in the vibronic levels �− and �+ of the anionic and the

cationic site, respectively, and E00
CT its lowest vibronic level.

The last term in Eq. �19� allows for a mixing between neutral
molecular excitations and CT states via electron and hole
transfer,

HF−CT = �
n��e

�
�−�+

�th�cn��−;n−1,��+

† bn��e
+ th�cn��−;n+1,��+

† bn��e

+ te�cn−1,��−;n��+

† bn��e
+ te�cn+1,��−;n��+

† bn��e
� + H.c.,

�29�

where th� and te� are abbreviations for hole and electron trans-
fer, weighted with vibronic overlap factors,

th� = thS�e�−
S0g�+

, �30�

te� = teS�e�+
S0g�−

, �31�

with S�e�−
= ���e ���−�, S0g�+

= ��0g ���+�, etc.
As the Frenkel part HF of the model Hamiltonian is re-

stricted to vibronic states having a transition dipole toward
the electronic and vibrational ground state, vibronic overlap
factors between an excited vibrational level ���g� in the elec-
tronic ground state and a vibronic level ���e� in the excited
state do not occur. Nevertheless, in the interaction part HF−CT

of the Hamiltonian, overlap factors of this kind are required
because electron or hole transfer couples all vibronic levels
of an excited molecule to the ones of the same molecule in
its ionized state. Within the framework of the same effective
internal vibration for the charged states and the excited state
of a molecule, the inequality S+	S−	S discussed in Sec.
II D allows the definition of positive Huang-Rhys factors for
the deformation from an ionized state toward the optically
excited state as

S̃+ = ��S − �S+�2, �32�

S̃− = ��S − �S−�2. �33�

With these Huang-Rhys factors, the vibronic overlap factors
can be expressed as

S�e�−
= ���e���−�

=
e−S̃−/2

��e ! �−!
�
j=0

min��e,�−� �− 1��e−jS̃−
��e+�−−2j�/2�e ! �−!

j ! ��e − j� ! ��− − j�!
,

�34�

and the overlap factors S�e�+
relating cation and excited state

can be calculated similarly.

B. Block diagonalization by Fourier transform

In a periodic system, we can perform a Fourier transfor-
mation of all operators into wave vector representation60 al-
lowing for a block diagonalization of the model Hamiltonian.
From the operators bn��e

† describing a neutral excitation of a
specific molecule, we go over to the excitation of a Bloch
wave with wave vector k defined as a superposition of neu-
tral excitations at specific sites,
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bk��e

† =
1

�N
�
n

e−ik·Rn�bn��e;n�0g

† , �35�

where Rn�=Rn+r� is the position of the basis molecule � in
the crystal unit cell n. In analogy to this expression for the
creation of a Frenkel exciton with wave vector k, we trans-
form the CT excitations into their wave vector representa-
tion,

ck��−�+,+
† =

1
�N

�
n

e−ik·Rn�cn��−;n+1,��+

† , �36�

ck��−�+,−
† =

1
�N

�
n

e−ik·Rn�cn��−;n−1,��+

† , �37�

where the last index + or − addresses the relative position of
the cationic molecule with respect to the anionic site, so that
the operator ck��−�+,+

† describes Bloch waves of the CT states
visualized on the left-hand side of Fig. 9, and accordingly,
the operator ck��−�+,−

† corresponds to its right-hand side. The
creation operators relating to specific sites can be expressed
by the inverse of these discrete Fourier transforms. Inserting
them into the model Hamiltonian, blocks for different wave
vectors k decouple:

Htot�k� = �
k

HF�k� + HCT�k� + HF−CT�k� . �38�

With respect to the two basis molecules A and B, this Hamil-
tonian has the following block structure:

Htot�k� =�
HAA

F �k� HAA
F−CT�k� HAB

F �k� 0

H.c. HAA
CT�k� 0 0

H.c. H.c. HBB
F �k� HBB

F−CT�k�
H.c. H.c. H.c. HBB

CT�k�
� ,

�39�

highlighting that the only mechanism coupling the basis mol-
ecules results from the transfer of neutral excitations,
whereas CT states involving both basis molecules are ne-
glected and a CT Bloch wave localized on molecules A does
not couple to the respective Bloch wave involving only basis
molecules B. The subblocks for the Frenkel excitons read

H��
F �k� = ����

�e

E0g�e

F bk��e

† bk��e

+ �
�e,�e

S0g�e
S0g�e

T���k�bk��e

† bk��e
, �40�

where

T���k� = �
Rn�;m��0

e−ik·Rn�;m�Tn�;m� �41�

is the Fourier transform of the excitation transfer and
Rn�;m�=Rn�−Rm� the distance vector between two mol-
ecules. Since the monoclinic space group of the molecular
crystals investigated has a center of inversion, the exciton
transfer matrix elements T���k� are real and symmetric with
respect to the indices of the basis molecules A and B,15 re-

sulting in TAA�k�=TBB�k� and TAB�k�=TBA�k�.
As we have assumed that the transfer of a CT state can be

neglected, the subblocks HAA
CT�k�=HBB

CT�k� consist only of di-
agonal elements E�+�−

CT for each vibronic level. The off-
diagonal blocks mixing the vibronic levels �e of a Frenkel
exciton and the vibronic levels �− and �+ on the anionic and
cationic site of a CT Bloch wave involve contributions from
different localized excitations. Restricting the following dis-
cussion to states according to the left-hand side of Fig. 9, the
relevant localized CT excitations mixing with a neutral exci-
tation on site n are described by the operators cn��−;n+1,��+

†

and cn−1��−;n,��+

† , where, in the first case, the previously neu-
trally excited site n� is acquiring a negative charge, so that
the hole is transferred, and in the second case, the molecule
n� loses an electron, which is transferred to basis molecule
� in unit cell n−1. As a result, the mixing of a Frenkel
exciton with a Bloch wave of CT states contains an interfer-
ence of electron and hole transfer, so that the mixing of neu-
tral and charged excitation reads

H��
F−CT�k� = �

��−�+

�ck��−�+,−
† bk���th� + e−ik·ate��

+ ck��−�+,+
† bk���th� + eik·ate��� �42�

with the transfer matrix elements te� and th� containing the
Franck-Condon factors according to Eqs. �30� and �31�.

The Frenkel excitons on the A and B basis molecules are
coupled by the off-diagonal element HAB

F �k� in Eq. �39�, but
a decoupling can be achieved by a superposition of both
basis molecules governed by Hamiltonians

HAA
F �k� � HAB

F �k� . �43�

In terms of the creation operators of Frenkel excitons, this
further block diagonalization can be expressed by a superpo-
sition of Bloch waves involving A or B basis molecules:

bk��e

† =
1
�2

�bkA�e

† � bkB�e

† � . �44�

Accordingly, a similar procedure applied to the CT states
reads

ck��−�+�
† =

1
�2

�ckA�−�+�
† � ckB�−�+�

† � , �45�

where �=y governed by the upper sign represents Bloch
waves with transition dipoles exclusively along y, coinciding
with the screw axis in the monoclinic space group, and the
difference indexed �=x has molecular transition dipoles
along x and CT transition dipoles in the xz plane. After ex-
pressing the Hamiltonian with these new operators, the two
decoupled subblocks read

H�
tot�k� = 	HAA

F �k� � HAB
F �k� HAA

F−CT�k�
H.c. HAA

CT�k�

 . �46�

The vibronic levels included in the model Hamiltonian are
restricted to the ones with contributions above 10−6 to the
Poisson progressions obtained from the Huang-Rhys factors
in Table III. Using the largest Huang-Rhys factors occurring,
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this restricts the range of the vibronic levels required to 0–9
for neutral excitations, 0–8 for anionic states, and 0–6 for
cationic states. The product space needed for each type of
CT state contains therefore 63 vibronic levels including sev-
eral with relative weight below the threshold of 10−6. We did
not attempt to eliminate the respective basis states, and the
diagonalization of Hamiltonian �46� was performed numeri-
cally with LAPACK routines.

C. Optical properties

After diagonalization of the model Hamiltonian for van-
ishing wave vector k=0, the elements of the dielectric tensor
can be related to the respective transition dipoles. We denote
the transition dipoles of the eigenstates as d0�j, where �
=y ,x describes the two kinds of eigenstates contributing to

yy along the lattice vector b or to the elements of the dielec-
tric tensor in the ac plane, respectively, and the last index j
counts the eigenstates obtained. In the more general case of
the ac plane, the 2�2 dielectric tensor can be obtained as


=��� = 1 + �b��� +
2


0V�
�

j

d0xjd0xj
t

� � 1

�0xj − � − i�
+

1

�0xj + � + i�
� , �47�

where an infinitesimal damping � guarantees causality and
the frequency-dependent background �b���=�b�0��2 / ��2

−�2� arises from transitions at �� far above the HOMO-
LUMO contribution calculated from our model Hamiltonian.
The product between the column vector d0xj and the row
vector d0xj

t generates the tensor structure of 
=. In the com-
parison with the experimental data in Sec. VIII, we shall
only discuss the element 
xx��� dominated by neutral excita-
tion of molecules, disregarding the small contributions to
other tensor elements arising from the orientation of the CT
transition dipole, but in principle, these tensor elements are
contained in our calculations. The part of the CT transition
dipole along x gives a small contribution to 
xx��� which will
be included in the comparison with the measured data. The
transition dipoles d0yj are oriented along y so that a construc-
tion similar to Eq. �47� gives just the element 
yy of the
dielectric tensor.

Due to elongations of low-frequency internal vibrations
and external phonons, the contribution of each eigenstate j to
the dielectric tensor will be subject to a Gaussian broaden-
ing. These broadenings will be chosen according to the ob-
served absorption coefficient or dielectric function, so that in
Eq. �47� the contribution of each eigenstate j to the imagi-
nary part will be replaced by a suitable normalized Gaussian
and the real part will be obtained from a Kramers-Kronig
transform.

V. DATA ANALYSIS

As information on both components of the dielectric ten-
sor is only available in exceptional cases,22,32,61 we start with
the analysis of published information concerning optical den-
sity and reflectivity of thin films or single crystals before

proceeding to the parametrization of the Frenkel-CT model.
Optical density and reflectivity R provide complementary in-
formation on real and imaginary part of the refractive index.
The optical density is defined as the logarithm of the trans-
mission T,

OD = − log10 T . �48�

Ignoring interference effects, the transmission is given by

T = e−�d�1 − R�2, �49�

where �=2�� /c�I�n� is the absorption coefficient propor-
tional to the extinction coefficient I�n� and R is the reflec-
tivity. When the organic film is grown on a substrate like
glass, this formula can be generalized to different reflectivi-
ties of the front and rear surfaces of the film. In the follow-
ing, such differences will be ignored. From the exponential
in the definition of T, one expects the optical density to be
proportional to the extinction coefficient, but the correction
factor �1−R�2 generates energy-dependent deviations. More-
over, published values for the optical density tend to sup-
press an energy-dependent slope in order to have a closer
analogy to the extinction coefficient.

For the reference case of Me-PTCDI films studied at
room temperature, digitized published data for the optical
density and the reflectivity are presented in Fig. 10.11 In the
fitting procedure, we have defined a Kramers-Kronig consis-
tent model function for the complex refractive index n and
then we have optimized all parameters involved. The extinc-
tion coefficient I�n� was modeled as a sum of Gaussians, and
in order to facilitate an analytical Kramers-Kronig transform,
each Gaussian was replaced by a suitable superposition of
absorptive Lorentzians, with weights and relative widths
kept at the same values with respect to a normalized Gauss-
ian. Moreover, the model for the real part of the refractive
index R�n� accounts for a frequency-dependent background
arising from a sharp transition at much higher energy, similar
to the background contribution to R�
� in Eq. �47�, so that
this background function does not generate a contribution to
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FIG. 10. �Color online� Optical density �OD�, reflectivity �R�,
and extinction coefficient I�n� of Me-PTCDI, at room temperature.
Black: observed optical density of thin film with a thickness of
about 100 nm and reflectivity of a single crystal with electric field
polarized along the lattice vector b �Ref. 11�; red dashed: fit to
optical density; green dashed: assumed linear baseline underlying
the published optical density; blue dashed: fit to reflectivity; red
solid line: resulting extinction coefficient I�n�. The fits are relying
on a Kramers-Kronig consistent model for the refractive index.
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I�n� in the energetic range of interest. We found clear evi-
dence that the published optical density was corrected for a
frequency-dependent background, compare Fig. 10, and we
assumed that this background was described by a linear de-
pendence on energy. The area and broadening of the different
subbands can easily be obtained from the optical density, but
without additional information on the reflectivity, it would
not be possible to determine reliable values for the back-
ground of R�n�. Therefore, we alternated between fits of the
Gaussian subbands contributing to I�n� and an adjustment of
the background of R�n�. As a result of this fitting procedure,
we have determined a Kramers-Kronig consistent model for
the complex refractive index n, and as visualized in Fig. 10,
optical density and reflectivity calculated from this model
give excellent agreement with the observed data.

The optical density was measured on a polycrystalline
film with random azimuthal orientation of the crystallites, so
that about 90% of the absorption arises from the large diag-
onal component 
yy of the dielectric tensor and 10% from the
small component 
xx; compare Table V. In the fit, we have
assumed that both components have the same energy depen-
dence. The modulation of the calculated reflectivity curve for
a thick crystal depends on the film thickness assumed in the
fit of the measured optical density, and we found the best
agreement at the reflectivity extrema occurring at 2.12 and
3.10 eV for a fixed film thickness of 86 nm in the fit of the
optical density, in reasonable agreement with the experimen-
tal estimate of about 100 nm. Our best value for the film
thickness was based on visual inspection of the agreement
between calculated and measured reflectivity curve, as op-
posed to a fit of a free thickness parameter. Therefore, we
give a conservative estimate of d=86�5 nm for the film
thickness underlying our analysis excluding uncertainties of
the absolute scale of the measured data which were not re-
ported. Figure 10 demonstrates that the reflectivity correc-
tions in the definition of the optical density are responsible
for significant deviations between the shape of the observed
optical density and the underlying extinction coefficient
I�n�.

VI. APPROXIMATE PARAMETERS FOR FRENKEL
EXCITONS

In the F-CT model described in Sec. IV, there are four
groups of parameters: internal deformations treated with the
effective mode energies and Huang-Rhys factors summa-
rized in Table III, fermionic transfer parameters te and th
mixing F and CT excitations, with numerical values as dis-
cussed in Sec. III C, transfer of neutral molecular excitations,
and energies of neutral excitations and CT states. In this
section, we shall provide starting values for the three param-
eters describing the Frenkel exciton manifold, i.e., the energy
of the lowest molecular transition E00

F , and the two transfer
parameters TAA�k=0� and TAB�k=0�, the latter governing the
Davydov splitting between the vibronic subbands observed
in the diagonal components 
xx and 
yy of the dielectric ten-
sor. In the following, the large gas-to-crystal shift occurring
in molecular crystals9,57 shall be included in the chosen value
of E00

F . Therefore, due to different requirements of the mod-

els discussed in Secs. VI and VII, a suitable value of the
lowest molecular transition E00

F depends on the specific con-
text.

A. Sum rules for exciton transfer

The Kramers-Kronig consistent model for the refractive
index allows to calculate the underlying dielectric function
as R�
�= �R�n��2− �I�n��2 and I�
�=2R�n�I�n�. In a pure
Frenkel exciton model accounting only for the transfer of
neutral molecular excitations between different sites, it can
be shown that the average transition energy depends in a
very simple way on the lowest molecular transition E00

F , the
internal reorganization energy �=S��, and the transfer of
excitons:24–26

�E� = E00
F + S�� + T , �50�

where T=TAA�0��TAB�0� is the transfer matrix element for a
specific component of the dielectric tensor and the energy
average �E� is calculated from the line shape of I�
�. For
pure CT states, the average transition energy corresponds to

�E� = E00
CT + �S+ + S−��� . �51�

In a mixed Frenkel-CT model, the average transition energy
has to account for the weight of each type of transition ac-
cording to the respective transition dipoles discussed in Sec.
III D, and the mixing of Frenkel and CT states via HF−CT

does not result in any modification. In a pure Frenkel model,
it was shown previously that the second moment of the op-
tical response does not depend on exciton transfer26

���E�2� = S����2. �52�

In the limit of vanishing transition dipole of the CT states,
our mixed Frenkel-CT model gives a particularly simple for-
mula for the increase in the second moment,

���E�2� = S����2 + 2�te + th�2, �53�

where the contribution arising from electron and hole trans-
fer reproduces the second moment obtained in a single par-
ticle picture; compare Eq. �15�.

B. Line shape obtained from Frenkel excitons

As the results of the full model will be discussed in the
next section, here we provide only Frenkel exciton param-
eters determined from a comparison of Eq. �50� with the
average transition energy. The lowest transition contributing
to the dielectric function corresponds to the lowest disper-
sion branch at the � point of the Brillouin zone, E00

F �0�, not
to the molecular parameter E00

F occurring in the sum rule Eq.
�50�. Using a pure Frenkel exciton model, the difference be-
tween these two values can easily be obtained numerically.

In Fig. 11 we compare the dielectric tensor element I�
yy�
of Me-PTCDI with the result of a Frenkel exciton model
based on parameters giving the same average transition en-
ergy �E� together with the observed value for the lowest
subband which is assigned to E00

F �0�. This procedure allows
to determine an approximate exciton transfer T=TAA�0�
+TAB�0� governing this element of the dielectric tensor. As
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the only evidence for the shape of the other diagonal element

xx is restricted to a reflectivity curve with similar shape as
the one included in Fig. 10, but with reduced modulation, we
assume that both tensor elements 
xx and 
yy coincide except
for the size related to the respective dipolar coupling
strength. This corresponds to a vanishing Davydov splitting
or a vanishing exciton transfer TAB�0�=0 between the two
basis molecules.

The parameters derived for the pure Frenkel exciton
model reproduce the observed values �E� and the position of
the lowest subband E00

F �0�, compare Table XI, but as visual-
ized in Fig. 11, the model is not flexible enough for obtaining
a quantitative agreement with the observed intensities of the
various subbands, so that the second moment remains far
below the respective value deduced from the observed line
shape. According to Eq. �53�, the too narrow absorption band
arising from the pure Frenkel exciton model reveals the need
to account for the interference of Frenkel and CT transitions
via electron and hole transfer. Notwithstanding the obvious
deficiencies visualized in Fig. 11, the pure Frenkel exciton
model can be used for the definition of suitable starting val-
ues for E00

F and the matrix element governing the transfer of

neutral excitations. Moreover, for PTCDA, the anisotropy of
the optical observables measured by spectroscopic ellipsom-
etry allows to determine values of both TAA�0� and
TAB�0�.22,61

C. Temperature dependence of optical observables

Previous studies of the temperature dependence of the lat-
tice vectors have revealed that the stacking vector of Me-
PTCDI and PR149 shrinks by at least 1% when going from
room temperature to low temperature.11 At room tempera-
ture, the anisotropic thermal expansion coefficients are of the
order of 1�10−4 K−1, and for PTCDA, the expansion coef-
ficient along the stacking vector even exceeds this value.11,63

Assuming that the temperature dependence of the stacking
vector in PTCDA remains particularly large when cooling
the material, it can be estimated that its reduction should be
around 1.5% when going to very low temperature. The cal-
culated dependence of the CT transition energy on the stack-
ing vector of 0.5 eV Å−1 �Ref. 28� gives an estimate of
about 0.02–0.03 eV for the resulting redshift of the CT tran-
sition. Energetic shifts in this range are consistent with the
pressure dependence and the temperature dependence of
photoluminescence from CT states.64,65 Concerning absorp-
tion spectra of PTCDA, a line shape analysis of low-
temperature spectra reveals a redshift of the lowest Frenkel
subband by about 0.02 eV with respect to ellipsometry or
absorption obtained at room temperature18,22,66,67 indicating
that the temperature dependence of CT states and neutral
excitations is similar.

For Me-PTCDI, the observed optical density at T=20 K
contains sharper structures consistent with a redshift of the
neutral molecular excitation by about 0.02 eV and a reduced
broadening; compare Table XI. For simplicity, we assume
that neutral molecular excitations and CT transitions shift in
the same way as a function of temperature, or by −0.02 eV
when reducing the temperature to T=20 K.

In the following, we shall analyze room-temperature op-
tical data for most materials, but in addition, for Me-PTCDI,
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FIG. 11. �Color online� Imaginary part of the dielectric tensor
element 
yy derived from the measured optical density at T=20 K
�Ref. 11� �black�, and calculation based on a pure Frenkel exciton
model �green dashed�, with parameters chosen according to the sum
rule in Eq. �50�; compare Table XI.

TABLE XI. Model parameters for a pure Frenkel exciton model. The effective mode and its Huang-Rhys
factor S are taken from Table III, and the exciton transfer parameters are determined according to the sum
rule in Eq. �50� and the lowest observed subband, assigned to E00

F �0� at �. The average observed excitation
energy �E� of the HOMO-LUMO transition is obtained from an analysis of measured spectra, excluding the
higher transition around 3.3 eV. The parameter TAB�0� responsible for Davydov splitting can only be ad-
dressed for PTCDA where a pronounced anisotropy of the dielectric tensor was observed �Refs. 22 and 61�.

T
�K�

�E�
�eV�

E00
F

�eV�
S��
�eV�

TAA�0�
�eV�

TAB�0�
�eV�

E00
F �0�

�eV�

PTCDA 
xx �Ref. 61� 300 2.40 2.20 0.15 0.095 0.045 2.22

PTCDA 
yy �Ref. 61� 300 2.49 2.20 0.15 0.095 0.045 2.25

Me-PTCDI �Ref. 11� 20 2.43 2.05 0.15 0.23 2.10

Me-PTCDI �Ref. 11� 300 2.46 2.08 0.15 0.23 2.13

PB31 �Ref. 11� 12 2.36 1.96 0.15 0.25 2.01

PTCDI �Ref. 62� 300 2.39 2.06 0.14 0.19 2.11

PR149 �Ref. 11� 20 2.51 2.14 0.15 0.22 2.19

DIP �Ref. 32� 300 2.48 2.22 0.15 0.11 2.25
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the availability of temperature-dependent observables will be
addressed explicitly. For PB31 and PR149, observables at
low temperature show somewhat sharper structures, so that
they are better suited for an assignment of the parameters
required in the exciton model. Therefore, for these specific
materials, we shall restrict the discussion to low-temperature
data.

VII. INTERFERENCE OF FRENKEL EXCITONS AND CT
TRANSITIONS

In the previous section, a pure Frenkel exciton model with
parameters chosen according to the sum rule in Eq. �50� was
able to reproduce the energy of the lowest vibronic subband
and the average transition energy �E�, but from the poor
agreement with the dielectric function of Me-PTCDI visual-
ized in Fig. 11, it is obvious that the second moment of the
calculated line shape is much too narrow. This indicates that
the pure Frenkel model is ignoring a fundamental interaction
mechanism leading to an additional spreading of the calcu-
lated dielectric function over a larger energetic range. In the
following, it will be demonstrated that the Frenkel-CT inter-
ference via electron and hole transfer can account quantita-
tively for these features.

In the Frenkel-CT model, if the CT energy is above the
molecular transition energy, the interaction between both
types of excitations pushes the lowest vibronic subband of
the Frenkel exciton down in energy. Therefore, the lowest
molecular transition E00

F has to be chosen at a higher energy
with respect to Table XI. Accordingly, the exciton transfer
TAA�0� has to be reduced in order to avoid a calculated av-
erage transition energy �E� exceeding the observed value.
Both modifications of the model parameters will be more
pronounced for materials with particularly large electron and
hole transfer. PTCDA differs from this behavior in two re-
spects: first, E00

CT is placed below E00
F , and second, the param-

eters for electron and hole transfer are particularly small, so
that the preliminary parameters in Table XI are expected to
remain rather reliable. As the energetic ordering of the two
basic types of excitations differs from the other materials, the
Frenkel-CT interference will push the lowest subband of the
Frenkel exciton upward so that the respective model param-

eter E00
F has to be chosen at a value slightly below the re-

spective entry of Table XI.
From the discussion in Sec. III D, it became clear that

TD-DFT applied to pairs of molecules does not allow deduc-
ing realistic energies for the CT transitions. Hence, the low-
est CT subband E00

CT will be treated as a free fitting parameter
and the inclusion of Frenkel-CT mixing with electron and
hole transfer matrix elements resembling the entries in Table
VII will induce systematic shifts of the parameters describing
the Frenkel part of the model with respect to the values in
Table XI.

The final model parameters for the six perylene com-
pounds are summarized in Table XII. For all materials, elec-
tron and hole transfer parameters close to the B3LYP/TZ
values in Table VII yield an excellent agreement with ob-
served line shapes of the refractive index or dielectric tensor.
The detailed reasons for some deviations from the
B3LYP/TZ values for th and te will be explained in the next
section. The transition dipoles in Table XII are obtained from
the area under the observed dielectric function according to
Eqs. �7� and �8� and visual inspection of the agreement be-
tween calculated and observed line shapes.

From simple arguments relying on a parallel plate con-
densator with opposite charges on both plates, it is expected
that the CT energy depends linearly on the stacking vector.14

However, as the HOMO-LUMO transition energy in the di-
imides depends weakly on the type of side group, it is suit-
able to subtract the reference value E00

F before analyzing E00
CT.

As visualized in Fig. 12, the difference �00=E00
CT−E00

F is a
monotonous function of the length of the stacking vector a.
Excluding PTCDA, for the other perylene pigments this en-
ergy difference follows a linear slope of about ��E00

CT

−E00
F � /�a�0.06 eV/Å. Some scatter of this difference

around a linear dependence on the lattice vector may arise
from different values for the effective dielectric function
along the stacking vector. For PTCDA, the presence of the
anhydride groups induces stronger hydrogen bridges be-
tween adjacent molecules and larger quadrupole moments of
each molecule. Albeit, it remains unclear how the increased
intermolecular interactions determine the deviation of the CT
energy from the trend observed in the other perylene com-
pounds.

TABLE XII. Parameters of the Frenkel-CT model, with �00=E00
CT−E00

F . In all cases, the electron and hole transfer parameters giving the
best agreement with the observed data are close to the B3LYP/TZ values in Table VII, but systematically smaller than the HF/TZ values. The
intramolecular deformation parameters are chosen according to Table III.

Compound
T

�K�
E00

F

�eV�
E00

CT

�eV�
�00

�eV�
TAA�0�
�eV�

TAB�0�
�eV�

th

�eV�
te

�eV�
�F

�D�

PTCDA 
xx 300 2.17 1.95 −0.22 0.14 0.05 −0.034 0.024 7.02

PTCDA 
yy 300 2.17 1.95 −0.22 0.14 0.05 −0.034 0.024 6.75

Me-PTCDI 20 2.18 2.24 0.06 0.08 0.00 −0.020 −0.090 5.98

Me-PTCDI 300 2.20 2.26 0.06 0.08 0.00 −0.020 −0.090 5.98

PB31 12 2.195 2.325 0.13 0.01 0.00 0.144 0.053 10.38

PTCDI 300 2.18 2.31 0.13 0.06 0.00 0.076 0.019 7.06

PR149 20 2.155 2.365 0.21 0.12 0.00 0.088 0.015 7.33

DIP 300 2.255 2.535 0.28 0.095 0.00 −0.056 −0.033 8.10
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VIII. CALCULATED LINE SHAPES

In this section, we compare the calculated dielectric ten-
sor elements with ellipsometry spectra or with a Kramers-
Kronig consistent analysis of published experimental data as
described in Sec. VI.

A. PTCDA

Previous optical studies of PTCDA have shown that Fren-
kel excitons and CT states mix only weakly, so that they
result in quite different features in photoluminescence,21,27,28

an interpretation corroborated by the small values of the
transfer parameters te and th. PTCDA is one of the excep-
tional cases where information on the anisotropy of the op-
tical response is available,22,61 and in contrast to DIP,32 the
large angle between the transition dipoles of the two basis
molecules yields oscillator strengths of similar size for both
components of the dielectric tensor; compare Tables V and
VI. Therefore, it is particularly interesting to analyze the im-
pact of the relatively small mixing between Frenkel and CT
states onto the optical response of this model compound.
Applying second-order perturbation theory to the small off-
diagonal matrix elements according to Eqs. �39�–�42�, we
find that te and th produce shifts of the Frenkel exciton tran-
sitions below 0.03 eV, so that the parameters of a pure Fren-
kel model as given in Table XI should remain reliable up to
small modifications in the same range.

In Figs. 13 and 14, we present the best fits of the revised
analysis of earlier ellipsometry investigations.22,61,68 Both for

xx and 
yy, the calculation reproduces the key features ap-
pearing in the experimental spectra, including in each case
position and relative height of the lowest vibronic subband
and the main band at about 2.5 eV. The transition dipoles
from Table XII used in the calculated line shapes are close to
the TD-DFT value of 6.93 D; compare Table X. Small de-
viations between the chosen transition dipoles can be related
to an energy-dependent slope contained in the observed data
which may arise from unknown contributions such as non-
specular diffuse reflection, so that the data analysis of spec-
troscopic ellipsometry gives a small positive value I�
� in

specific energetic regions where no Frenkel or CT transitions
are expected, e.g., around 3 eV.

In the full F-CT model, the F-CT mixing shifts the lowest
transitions by a few meV below E00

CT=1.95 eV; compare
Figs. 13 and 14. The dipolar coupling strength of these tran-
sitions arises mainly from the small CT transition dipole ob-
tained from TD-DFT, so that it remains much smaller than
the strength of transitions at higher energy dominated by the
large transition dipole of neutral excitations. Even though
these tiny calculated absorption features are hardly visible in
Figs. 13 and 14, recent PL excitation studies have demon-
strated that excitation in this energetic region can selectively
produce PL from CT states confirming that our value of E00

CT

is realistic.65 Moreover, at room temperature, in the region
around the first excited vibronic level of the CT transition at
E01

CT=E00
CT+��=2.12 eV, PL excitation spectra show a reso-

nance allowing selective excitation of PL from excimers,9,65

a further indication that weakly absorbing CT transitions
play a key role for the excitation of PL from self-trapped CT
excitons.

Using the parameters for the pure Frenkel excitons ac-
cording to the sum rules discussed in Sec. VI and Table XI,
the agreement with the observed dielectric tensor deteriorates
significantly; compare Figs. 15 and 16. Therefore, although
in PTCDA the mixing between Frenkel and CT states is par-
ticularly small, the adjustment of E00

CT with respect to E00
F in
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FIG. 12. �Color online� Dependence of the difference �00

=E00
CT−E00

F between the lowest vibronic subband of the CT transi-
tion and of the neutral molecular excitation on the stacking vector
of the six perylene compounds, together with a linear slope fitted
through the values of all compounds except for PTCDA.
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FIG. 13. �Color online� Comparison of model calculation �red
dashed, blue dash-dotted� with revised values of the dielectric ten-
sor element 
xx �black�, obtained from a �102� face of a single
crystal of �-PTCDA, with the plane of incidence perpendicular to
the b lattice vector �Ref. 61�.
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FIG. 14. �Color online� As in Fig. 13, but for tensor element 
yy,
obtained with plane of incidence parallel to the b lattice vector �Ref.
61�.
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the full F-CT model still improves the calculated shapes for
both elements of the dielectric tensor. The sensitivity of the
calculated line shape on the energetic difference E00

CT−E00
F is

visualized in Fig. 17, where E00
F =2.17 eV was kept fixed,

but E00
CT was modified by �0.07 eV. From the significant

deviation between the calculated line shapes for I�
xx� and
the observed data we conclude that our exciton model allows
to determine the CT energy within an uncertainty range of
E00

CT=1.95�0.07 eV, or less than half of the effective inter-
nal vibration.

In summary, for PTCDA, the availability of the aniso-
tropic dielectric tensor allows to deduce the parameters for
transfer of neutral excitations TAA�0� and TAB�0� in a model
relying exclusively on Frenkel excitons. In a second step, a
refined model including the mixing between Frenkel excitons
and CT states determines the energetic position of the CT
transition within a precision of better than 0.07 eV resulting
in a remarkable agreement between calculated and measured
anisotropy of the dielectric tensor. Due to the smallness of
electron transfer te and hole transfer th, the full model does
not require large changes of the Frenkel parameters deter-
mined beforehand.

PTCDA seems to be the only perylene compound where
the CT transition E00

CT is placed significantly below the neu-
tral excitation of a molecule in the crystalline phase, E00

F .
Therefore, PL bands arising from self-trapped CT states oc-
cur below recombination from the dispersion minimum of
the lowest dispersion branch of the Frenkel exciton,

E00
F �k�.21,27,28 Moreover, weak transitions around 1.95 eV

and 2.12 eV arising from E00
CT and E01

CT, respectively, allow
the selective excitation of PL from CT states.9,65 The value of
E00

CT=1.95�0.07 eV deduced from the Frenkel-CT model
corresponds to an average CT transition energy of �ECT�
=E00

CT+ �S++S−���=2.12�0.07 eV, in good agreement with
an earlier estimate based on excimer PL arising from a self-
trapped CT exciton modeled as a deformed dimer, indicating
a value in the range �ECT�=2.14�0.08 eV for the unde-
formed crystal.28

B. Me-PTCDI

Among the six compounds studied, Me-PTCDI has the
largest electron transfer parameter te, so that the calculated
line shape I�
yy� in Fig. 11 obtained from a pure Frenkel
exciton model deviates strongly from the reference curve de-
duced from the experimental observations. The particularly
large energetic difference between the strongest observed
features at about 2.12 and 2.5 eV indicates that the charge
transfer breaks the entire line shape into two well separated
bands, with some weaker features in between. We found em-
pirically that the B3LYP/TZ values of te=−0.104 eV and
th=−0.041 eV are slightly too large in absolute size, irre-
spective of the position of the CT transition E00

CT.
As shown in Fig. 18, slightly smaller parameters for elec-
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FIG. 17. �Color online� As in Fig. 13, but calculated with E00
CT

=1.88 eV �red dashed� and E00
CT=2.02 eV �blue dash-dotted�.
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FIG. 18. �Color online� Model calculation of dielectric tensor
element 
yy �red dashed, blue dash-dotted� superimposed to the di-
electric function deduced from optical density and reflectivity �Ref.
11� �solid lines�; compare Fig. 10 for T=300 K. For clarity, the
curves for room temperature are shifted upward, with a baseline of
12.

1.5 2 2.5 3 3.5
Energy [eV]

2

4

6

8

10

D
ie

le
ct

ric
fu

nc
tio

n
ε xx

Im(εxx)

FIG. 15. �Color online� Revised dielectric tensor element I�
xx�
�Ref. 61�, and calculated line shapes relying either on the full F-CT
model �red dashed�, or exclusively on Frenkel excitons �green dash-
dotted�, with parameters according to Tables XII and XI,
respectively.
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FIG. 16. �Color online� As in Fig. 15, but for 
yy.
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tron transfer of te=−0.090 eV and hole transfer of th=
−0.020 eV provide a line shape in good agreement with the
experimental curve when Frenkel and CT transitions are
close to degenerate, �00=E00

CT−E00
F =0.06 eV. From Eqs.

�30�–�33� and Eq. �42�, it can be deduced that at k=0, the
off-diagonal matrix element between these two transitions is
determined by the sum th�+ te�. The deformation parameters in
Table III together with te=−0.090 eV and th=−0.020 eV
yield te�= teS0e0+

S0g0−
=−0.062 eV and th�= thS0e0−

S0g0+
=

−0.017 eV, or th�+ te�=−0.079 eV. In contrast to the simpler
Frenkel exciton model, the lowest observed subband is no
more placed slightly above the lowest molecular transition
E00

F . Instead, the particularly large interaction between Fren-
kel and CT manifold pushes it to 0.08 eV below E00

F , but it
still derives the main part of its oscillator strength from this
molecular transition. According to the sum rule Eq. �50�, the
increase in E00

F by 0.13 eV with respect to the value esti-
mated in the pure Frenkel model corresponds to a reduction
in TAA�0� by a similar amount, so that the F-CT model is now
based on a much smaller exciton transfer parameter TAA�0�
=0.08 eV. Therefore, Me-PTCDI can serve as a prototype
for a material where the mixing between Frenkel and CT
states has the largest influence on the line shape of the opti-
cal response, as opposed to PTCDA, where the transfer of
neutral excitations represents the most important intermo-
lecular interaction.

The transition dipole �F=5.98 D used for the calculated
line shape is below a previous experimental estimate of
6.8�0.7 D �Ref. 18� and our TD-DFT value of 7.42 D;
compare Tables X and XII. Such a rather large deviation
indicates a questionable absolute scale of the reflectivity and
optical density underlying our experimental model lines
shape of 
yy,

11 compare Sec. V for details of the data analy-
sis.

In the region of the first valley in the imaginary part of the
dielectric function around 2.2 eV, the exciton model cannot
provide an optical response of similar size. At the present
stage, we do not know if this reveals a principal limitation of
our approach or contributions from a slightly different crystal
phase to the measured spectra, e.g., based on different orien-
tations of the methyl groups.69

Similarly to the opposite limit of very small electron and
hole transfer parameters realized for PTCDA, the position of
the lowest CT transition can be determined quite accurately.
In Fig. 19, the deviation of the calculated spectra from the
experimental reference curve obtained for variations in the
CT energy by �0.05 eV demonstrates that an uncertainty
range of E00

CT=2.24�0.05 eV at low temperature or E00
CT

=2.26�0.05 eV at room temperature is a conservative esti-
mate.

Recently, Kramers-Kronig consistent values for the di-
electric function of polycrystalline Me-PTCDI films have
been derived from spectroscopic ellipsometry.70 Our exciton
model can reproduce these observations, but the calculation
requires transition energies which are blueshifted by 0.02 eV
with respect to previous measurements of the optical density
at room temperature reported in the present work.11 The
small differences in the energetic positions of the dielectric
response indicate an influence of strain on the optical observ-
ables of thin films grown under different conditions.11,70

C. PB31

The spectrum of PB31 resembles the one of Me-PTCDI,
but in PB31, the very large splitting between the two stron-
gest features at 2.01 and 2.64 eV is realized by an extraordi-
narily large hole transfer parameter interfering constructively
with a somewhat smaller electron transfer. In contrast to Me-
PTCDI, the relatively large angle between the two long axes
of the two basis molecules in the PB31 unit cell assigns
substantial coupling strengths both to 
xx and to 
yy; compare
Table V. The published data for the optical density were
measured on polycrystalline films, so that both diagonal ele-
ments of the calculated dielectric tensor have to be averaged.

Based on the values th=0.144 eV and te=0.053 eV, the
latter slightly reduced with respect to the B3LYP/TZ refer-
ence, our model can reproduce the experimental line shape
quite well; compare Fig. 20. Together with the deformation
parameters from Table III, we obtain th�=0.131 eV and te�
=0.034 eV, interfering constructively as th�+ te�=0.165 eV in
the off-diagonal matrix element between E00

CT and E00
F . There-

fore, the lowest subband contributing to the dielectric func-
tion has again mixed Frenkel-CT character. The resulting line
shape of the average between 
xx and to 
yy is visualized in
Fig. 20 reproducing all details of the experimental reference.
The best agreement with the experimental line shape is found
if the CT transitions are significantly above the neutral exci-
tations, with a difference of E00

CT−E00
F =0.13 eV. From modi-
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FIG. 19. �Color online� Calculated model line shapes for Me-
PTCDI obtained with modified CT energies: E00

CT=2.19 eV �red
dashed� and E00

CT=2.29 eV �blue dash-dotted� superimposed to
I�
yy� at T=20 K �black�.
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FIG. 20. �Color online� Comparison of calculated dielectric
function 

 = �
xx+
yy� /2 of PB31 �red dashed, blue dash-dotted� to
Kramers-Kronig consistent fit of measured data obtained at T
=12 K �black� �Ref. 11�.
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fied values for the CT transition, we deduce again an uncer-
tainty range of �0.05 eV for E00

CT. The transition dipole of
�F=10.38 D underlying the calculated line shape deviates
rather strongly from the TD-DFT reference of �F=8.62 D in
Table XII presumably due to a problem in the determination
of the measured film thickness of 100 nm underlying our
data analysis.11 The black color of PB31 is a direct conse-
quence of the exceptionally large contribution of te+ th to the
second moment of I�
� according to Eq. �53�, so that this
material absorbs over a quite wide energetic region covering
the entire visible range of the spectrum.

D. PTCDI

The optical absorbance of PTCDI shows a fairly large
broadening of the lowest subband with a full width at half
maximum corresponding roughly to the energy of the calcu-
lated effective internal mode of 0.175 eV, compare Table
III,62 indicating rather large elongations of external libra-
tional phonons after optical excitation.

As shown in Fig. 21, we found the best agreement with
the measured line shape when using th=0.076 eV and te
=0.019 eV, where the larger parameter is somewhat smaller
than the B3LYP/TZ reference. Due to the constructive inter-
ference of these transfer parameters, the off-diagonal matrix
element between E00

CT and E00
F is still as large as th�+ te�

=0.079 eV. In absolute, this matrix element is of similar size
as in Me-PTCDI, but the larger splitting of E00

CT−E00
F

=0.13 eV reduces the influence of F-CT interaction onto the
relative strength of adjacent vibrational subbands. Moreover,
the larger broadening does not allow to resolve distinct fea-
tures in the valley region between the two main bands.

E. PR149

Using parameters rather close to the B3LYP/TZ values for
electron transfer and hole transfer, the agreement of the
model calculation in Fig. 22 with the dielectric function de-
duced from experimental data is fairly good, but the shape of
the lowest vibronic subband cannot be reproduced quantita-
tively. This failure might indicate that charge transfer be-
tween the two basis molecules results in a substantial redis-
tribution of oscillator strength between the lowest two
subbands, an interaction mechanism not included in our ap-

proach. A model calculation with modified Huang-Rhys fac-
tors can improve on this situation, but we do not think such
modified parameters can still have a sound microscopic
foundation. Instead, from the TD-DFT results of the stacked
dimer, we found that other low-lying dipole-active transi-
tions occur rather close to the HOMO-LUMO transition.
Therefore, it seems that a more complicated exciton model
based on several molecular transitions would be required in
order to improve the agreement between calculated and mea-
sured line shapes.

F. DIP

Since the geometric overlap between adjacent DIP mol-
ecules in the thin film phase is almost negligible, in keeping
with a quite large stacking vector of a=7.17 Å, all intermo-
lecular parameters are particularly small; compare Tables VII
and XII. The largest element of the observed dielectric tensor
shown in Fig. 23 resembles a vibronic progression with a
Huang-Rhys factor around S=1. As discussed elsewhere in
more detail, a pure Frenkel model cannot reproduce the ob-
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FIG. 21. �Color online� Comparison of the calculated dielectric
function of PTCDI �red dashed, blue dash-dotted� with reference
curves �black� obtained from the measured absorbance �Ref. 62�.
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FIG. 22. �Color online� Model calculation of the dielectric func-
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xx /2 of PR149 �red dashed, blue dash-dotted� determining the
optical density of polycrystalline thin films superimposed to a
Kramers-Kronig consistent dielectric function fitted to the pub-
lished optical density �Ref. 11�. The background of the real part of
the dielectric function was assumed to correspond to Me-PTCDI.
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FIG. 23. �Color online� Model calculation of the out-of-plane
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dash-dotted�, superimposed to the respective element of the dielec-
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served dielectric function, so that the mixing of Frenkel and
CT states via the small values for electron and hole transfer
is required for an interpretation of the observed line shape.32

In the present work, the effective mode underlying the cal-
culated line shape is determined from DFT in contrast to an
effective mode fitted to solution spectra used earlier.32 More-
over, we found that in the previous calculation based on the
same Frenkel-CT model, we have used the wrong sign for
the hole transfer. Now, with values of te=−0.033 eV and th
=−0.056 eV close to the B3LYP/TZ reference, the agree-
ment between calculated and measured line shape improves
significantly; compare Fig. 23.

IX. CONCLUSION

In the present work, we have demonstrated that an exciton
model accounting for the interference between Frenkel exci-
tons and charge-transfer transitions can quantitatively repro-
duce the observed optical spectra of several perylene com-
pounds. These model calculations rely on internal molecular
deformations of excited or charged molecules obtained with
DFT and intermolecular electron and hole transfer along the
stacking direction close to the respective values deduced
from DFT and Hartree-Fock. In a subsequent parametrization
step addressing exclusively Frenkel excitons, a reasonable
range for the energy of the lowest molecular transition and
for the transfer of neutral excitations can be obtained from a
sum rule applied to the observed dielectric function. For
compounds with relatively small electron and hole transfer
such as PTCDA and DIP, the small mixing of Frenkel and
CT states results only in marginal modifications of the neu-

tral molecular excitation energy and the respective transfer
matrix elements derived from the sum rule. In the opposite
limit of strong mixing of Frenkel and CT features realized in
the other four perylene compounds studied, the complete ex-
citon model is required for quantifying the nontrivial pro-
gression over the various vibronic subbands, and the prelimi-
nary parameters obtained in the Frenkel model are subject to
substantial modifications. A new sum rule for the second
moment of the observed line shape can be applied to mea-
sured data in order to assess the importance of the interfer-
ence between Frenkel excitons and CT states via electron or
hole transfer.

For materials with large electron or hole transfer, the ex-
citon model allows to determine the energies of CT transi-
tions along the stacking direction within a precision better
than 0.05 eV, an uncertainty range far below systematic de-
viations occurring in HF, DFT, or microelectrostatic calcula-
tions. In the future, these improved values for the CT ener-
gies should allow a deeper understanding of device-related
observables such as photocurrents and a refinement of exist-
ing microscopic models for photoluminescence.
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